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Abstract 14 

Reducing the abundance of short-lived climate forcing agents, including tropospheric ozone and 15 

aerosols, has been suggested as a near-term climate mitigation strategy. It is, therefore, useful to 16 

understand the historical impact these species have had on climate. We first evaluate the gas-17 

phase chemistry simulated by the Geophysical Fluid Dynamics Laboratory atmospheric model 18 

(GFDL AM3), a chemistry-climate model, and then apply the model to examine the changes in 19 

atmospheric composition and the net climate forcing from preindustrial to present day changes in 20 

short-lived pollutant emissions using the new 1850-2000 emissions dataset of Lamarque et al. 21 

[2010]. Our base AM3 simulation driven with observed sea surface temperature and sea ice 22 

cover over the period 1981-2007, generally reproduces the observed mean magnitude, spatial 23 

distribution, and seasonal cycle of tropospheric ozone and carbon monoxide. To assess the 24 

impact of present day short-lived pollutant emissions relative to the preindustrial, we perform 25 

two additional simulations, both with fixed present-day climatological sea-surface temperature 26 

and sea-ice extent, present-day greenhouse gas and ozone depleting substance concentrations, 27 

but with preindustrial (1860) and present-day (2000) anthropogenic and biomass burning 28 

emissions of short-lived pollutants (the ozone precursors NOx, CO and non-methane volatile 29 

organic compounds, and aerosols and their precursors). Comparing the two simulations, we find 30 

that the tropospheric ozone burden increases by 21% as a result of preindustrial to present 31 

emission changes, the global burden of sulfate aerosols increases by a factor of three, black 32 

carbon by a factor of 2.4 and organic carbon by 40% relative to preindustrial. We simulate a 10% 33 

increase in tropospheric hydroxyl concentration for present day relative to preindustrial, showing 34 

that increases in OH sources (ozone and nitrogen oxides) dominate over sinks (carbon monoxide, 35 

non-methane volatile organic compounds, and sulfur dioxide) in the absence of changes in 36 
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methane concentrations. Combined preindustrial to present-day changes in tropospheric ozone 37 

and aerosols cause a strong negative top-of-the-atmosphere forcing (-1.43 Wm-2) indicating that 38 

the negative forcing (direct plus indirect) from aerosol changes dominates over the positive 39 

forcing due to ozone and black carbon increases, thus resulting in a net radiative cooling of the 40 

climate system.  41 

  42 
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1. Introduction  43 

Although long-lived greenhouse gases in the atmosphere are the dominant contributors to 44 

climate change, short-lived climate forcing agents including tropospheric ozone, and sulfate and 45 

carbonaceous aerosols have also contributed considerably to the radiative forcing of climate 46 

since preindustrial times [Forster et al., 2007]. Controlling emissions of short-lived air pollutants 47 

with atmospheric lifetime of days to weeks has been suggested as a “fast-action” strategy for 48 

mitigating climate change [Hansen et al., 2000; Jackson, 2009; Molina et al., 2009; Penner et al., 49 

2010; Shindell et al., 2012]. Several studies have demonstrated the importance of the future 50 

evolution of short-lived climate forcers on the climate system [Shindell et al., 2007, 2008; Levy 51 

et al., 2008; Menon et al., 2008; Liao et al., 2009]. Significant progress has been made in 52 

quantifying and reducing uncertainties in the preindustrial to present day radiative forcing due to 53 

individual short-lived climate forcers [Forster et al., 2007]. However, the net climate impact 54 

from preindustrial to present-day changes in short-lived pollutant emissions remains quite 55 

uncertain not only because of the uncertainties in their preindustrial emission estimates and 56 

atmospheric burden, but also because of the different ways they interact with radiation. For 57 

example, increases in tropospheric ozone contribute to climate warming, while the direct impact 58 

of increases in black carbon is a warming and that for increases in sulfate and organic carbon is a 59 

cooling of the Earth’s climate. Additionally, aerosols affect the radiation budget indirectly by 60 

interacting with clouds resulting in either a warming or cooling [Lohmann and Feichter, 2005; 61 

Forster et al., 2007; Mahowald et al., 2011]. Our goal here is to quantify the changes in 62 

atmospheric composition and the net climate forcing from preindustrial to present day changes in 63 

short-lived pollutant emissions only.  64 
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Short-lived pollutants interact in many ways to influence the atmospheric chemical 65 

composition and the Earth’s radiation budget [Isaksen et al., 2009]. Changes in emissions of 66 

tropospheric ozone precursors, including nitrogen oxides (NOx), carbon monoxide (CO) and non-67 

methane volatile organic compounds (NMVOCs), influence the abundance of tropospheric ozone 68 

and its radiative forcing on climate. In addition, they affect the oxidizing capacity of the 69 

atmosphere, thereby influencing the lifetime of methane (CH4), a longer lived potent greenhouse 70 

gas and an ozone precursor [Fuglestvedt et al., 1999; Wild et al., 2001; Fiore et al., 2002; Naik et 71 

al., 2005; West et al., 2007]. Changes in the oxidizing capacity (driven by changes in ozone 72 

precursor emissions) can also impact the atmospheric burden of sulfate and nitrate aerosols as 73 

these are produced by the oxidation of precursor gases including sulfur dioxide (SO2), NOx, and 74 

ammonia (NH3) [Unger et al., 2006]. Changes in aerosol burdens, either induced by chemistry or 75 

via direct controls on their emissions, impact heterogeneous chemistry, modify the atmospheric 76 

radiation budget and alter cloud properties, that can in turn affect ozone photochemistry [Martin 77 

et al., 2003; Bian et al., 2003; Lamarque et al., 2005a; Menon et al., 2008; Unger et al., 2009], 78 

and affect the hydrological cycle [Lohmann and Feichter 2005; Rosenfeld et al., 2008]. 79 

Furthermore, anthropogenic emissions of short-lived pollutants are strongly tied to economic 80 

development and modulated by air pollution controls. Heterogeneous emissions combined with 81 

non-linear chemical interactions result in strong spatial and temporal gradients of short-lived 82 

climate forcers, which cascades into an inhomogeneous, highly uncertain climate response. 83 

In this study, we apply the Geophysical Fluid Dynamics Laboratory Atmospheric Model 84 

version 3 (GFDL AM3), a coupled chemistry-climate model, to investigate the changes in 85 

atmospheric composition and the impact on climate resulting from a change in the emissions of 86 

short-lived pollutants from preindustrial levels (year 1860) to present day (year 2000). In section 87 
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2, we describe the key features of the AM3 model and discuss the emissions and boundary 88 

conditions implemented in the model. We evaluate the results of a base simulation against 89 

observations in section 3. The impact of preindustrial to present-day short-lived pollutant 90 

emissions on atmospheric composition and climate forcing is presented in section 4. Finally, 91 

overall results are discussed and conclusions are reported in section 5.  92 

 93 

2. Model Description 94 

AM3 model, the atmospheric component of the GFDL coupled model (CM3) [Donner et 95 

al., 2011; Griffies et al, 2011], is developed from the GFDL AM2 [GFDL Global Atmospheric 96 

Model Development Team, 2004, hereafter GAMDT04] and has been applied recently to address 97 

key questions in chemistry-climate interactions [Fang et al., 2011; Rasmussen et al., 2011; Lin et 98 

al., 2012]. In addition to a number of significant dynamical and physical updates as described by 99 

Donner et al. [2011], the primary new feature of the model is that it simulates tropospheric and 100 

stratospheric chemistry interactively (with feedback to atmospheric radiation) over the full model 101 

domain. This unified representation of tropospheric and stratospheric chemistry in AM3 obviates 102 

prescribing the concentrations of chemical species important for calculating radiation balance as 103 

previously done [GAMDT04, Delworth et al., 2006], thereby removing inconsistencies between 104 

the model-generated meteorology and the atmospheric distributions of the forcing agents. The 105 

model uses a finite-volume dynamical core on a horizontal domain consisting of 6x48x48 cubed-106 

sphere grid with the grid size varying from 163 km (at the 6 corners of the cubed sphere) to 231 107 

km (near the center of each face), a resolution denoted as C48. The vertical domain of the model 108 

extends from the surface up to 0.01 hPa (86 km) with 48 vertical hybrid sigma pressure levels. 109 
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Chemical species undergo transport (advection, vertical diffusion and convection) in accordance 110 

with the AM3 model physics as described by Donner et al. [2011]. An additional key feature of 111 

the AM3 model physics is that it simulates aerosol-cloud interactions for liquid clouds [Ming and 112 

Ramaswamy, 2009; Golaz et al., 2011] that give rise to the “aerosol indirect effect” – aerosols 113 

act as cloud condensation nuclei (CCN) thus increasing cloud albedo (first indirect effect) and 114 

increasing cloud lifetime by suppressing precipitation (second indirect effect), and absorbing 115 

aerosols evaporate clouds counteracting the direct effect on radiation (semi-direct effect). Below 116 

we describe in detail the chemistry represented in AM3. 117 

 118 

2.1.Chemistry  119 

Tropospheric trace gas chemistry in AM3 is based on a modified version of the chemical 120 

scheme used in the Model for OZone and Related Tracers version 2 (MOZART-2) [Horowitz et 121 

al., 2003, 2007]. It includes reactions of NOx-HOx-Ox-CO-CH4 and other NMVOCs. The 122 

oxidation of SO2 and dimethyl sulfide to form sulfate aerosol is fully coupled with the gas-phase 123 

chemistry. Organic carbonaceous aerosols are modeled as directly emitted primary organic 124 

aerosols (POA) and as secondary organic aerosols (SOA) formed by the oxidation of 125 

anthropogenic NMVOCs. We include seasonally-varying natural emissions of POA to represent 126 

the aerosols produced from the rapid oxidation of biogenic terpenes on the basis of work by 127 

Dentener et al. [2006]. In addition, we include a seasonally-varying SOA source of 9.6 Tg yr-1 128 

from the oxidation of anthropogenic n-butane calculated offline from previous estimates of 129 

butane emissions and monthly OH fields following Tie et al. [2005]. Black carbon and primary 130 

organic carbon are converted from hydrophobic to hydrophilic state with e-folding times of 1.44 131 

and 2.88 days, respectively [Donner al., 2011]. Nitrate aerosols are simulated but do not impact 132 
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radiation calculations in this version of the model. Recent studies estimate that preindustrial to 133 

present day changes in nitrate aerosols have contributed only slightly to the aerosol forcing on 134 

climate, however, future reductions in sulfate precursors combined with increases in the 135 

emissions of ammonia may lead to a stronger role of nitrate aerosols in the climate system 136 

[Bauer et al., 2007; Bellouin, et al., 2011]. The size distribution of sea salt and mineral dust 137 

aerosols is represented by five size bins each, ranging from 0.1 to 10 um (dry radius). 138 

Representation of stratospheric chemistry is based on the formulation of Austin and Wilson 139 

[2010] that includes the important stratospheric O3 loss cycles (Ox, HOx, NOx, ClOx, and BrOx), 140 

and heterogeneous reactions on sulfate aerosols (liquid ternary solutions) and polar stratospheric 141 

clouds (nitric acid trihydrate (NAT) and water-ice). Heterogeneous reactions on liquid ternary 142 

solutions are represented based on Carslaw et al. (1994) and those on NAT polar stratospheric 143 

clouds are calculated as in Hanson and Mauresberger (1988). The rates of change of inorganic 144 

chlorine (Cly) and inorganic bromine (Bry) are parameterized as a function of tropospheric 145 

concentrations of source gases (CFC11, CFC12, CH3Cl, CCl4, CH3CCl3, and HCFC22 for Cly, 146 

and CH3Br, Halon1211 and Halon1301 for Bry) for computational efficiency to avoid 147 

transporting additional tracers in the model (discussed in detail in Austin et al., submitted). 148 

Changes in stratospheric ozone and water vapor feedback to the atmospheric radiation, thereby 149 

coupling the climate and chemistry.  150 

The model simulates the atmospheric concentrations of 97 chemical species listed in 151 

Table 1 throughout the model domain, of which 16 are aerosol species that are discussed in detail 152 

elsewhere [Ginoux et al., in prep]. Here, we focus on the chemistry of 81 species (of which 62 153 

transported) which undergo 183 gas-phase reactions and 41 photolytic reactions in the model. 154 

Kinetic reaction rates are based on JPL 2006 [Sander et al., 2006]. Clear-sky photolysis 155 
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frequencies are computed using a multivariate interpolation table resulting from calculations 156 

using the Tropospheric Ultraviolet and Visible radiation model version 4.4 [Madronich and 157 

Flocke, 1998]. Photolysis frequencies are adjusted for simulated overhead stratospheric ozone 158 

column, surface albedo, and clouds, but do not account for simulated aerosols. The chemical 159 

system is solved numerically using a fully implicit Euler backward method with Newton-160 

Raphson iteration, as in Horowitz et al. [2003]. Changes in tropospheric ozone and aerosols 161 

feedback to atmospheric radiation. 162 

 163 

2.2.Deposition 164 

Monthly mean dry-deposition velocities are included in the model for gaseous O3, CO, 165 

CH4, CH2O, CH3OOH, H2O2, NO2, HNO3, PAN, CH3COCH3, CH3COOOH, CH3CHO, 166 

CH3COCHO, NO and HNO4. Except for O3 and PAN, the deposition velocities are calculated 167 

offline using a resistance-in-series scheme [Wesley, 1989; Hess et al., 2000] as described by 168 

Horowitz et al. [2003]. Dry deposition velocities for O3 are taken from Bey et al. [2001] and 169 

those for PAN have been calculated interactively within MOZART version 4 with updates to the 170 

resistance-in-series scheme as described by Emmons et al. [2010]. A diurnal cycle is imposed on 171 

the monthly mean deposition velocity for O3 as in Horowitz et al. [2003] Dry deposition of 172 

aerosols includes gravitational settling and impaction at the surface by turbulence.  173 

 Wet deposition of soluble gaseous species includes in-cloud and below-cloud scavenging 174 

by large-scale (ls) and convective clouds (cv) and are simulated as first-order loss processes. In-175 

cloud scavenging of soluble gases (shown with an asterisk in Table 1) is calculated using the 176 

scheme of Giorgi and Chameides [1985]. Below cloud wet scavenging is only considered for 177 
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large-scale precipitation and is computed for gases following Henry’s law as described in 178 

Brasseur et al. [1998]. The total rate of wet deposition (W) for a species is given by, 179 

� � ����
��,�� � 	���

��� 	 ∙ �;  180 

where, C is the local concentration of the gas, Γ��
��,�� (s-1) is the in-cloud scavenging coefficient 181 

for large-scale and convective precipitation, and Γ��
��  (s-1) is the below-cloud scavenging 182 

coefficient for large-scale precipitation. The in-cloud scavenging coefficient for soluble gases is, 183 

���
��,�� � 1 � ����∙��; 	� � 	

�����
����	�����

� ������
��� �	������

��	∙���∙����
, 184 

where, f is the scavenging factor or the fraction of gas incorporated in cloud condensate and is 185 

determined by the Henry’s law equilibrium [Donner et al., 2011], Pk+1 – Pk is the precipitation 186 

flux generated in the layer k, Δp is the pressure thickness of the model layer k, g is the 187 

gravitational acceleration, and χliq (=
�����	�����	����

���	��������
) is the liquid water content calculated by the 188 

large-scale and convective cloud parameterizations. In-cloud wet removal for convective 189 

precipitation is computed only within the updraft plumes and mesoscale anvils. In-cloud 190 

scavenging is also considered for aerosols following the same scheme but with prescribed values 191 

of scavenging factor [Donner et al., 2011; Fang et al., 2011]. 192 

Below cloud scavenging of gases for large-scale precipitation is computed as  193 

���
�� � ����� �	��∗�,  194 

where, �� �
��
�
�2 � 0.6√����

�
� ∛� �

��
�� is the gas-phase mass transfer coefficient, cg and cg* are 195 

the concentrations of the species in gas-phase and at the surface of the rain drop, respectively, the 196 
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diffusive coeffiecient Dg = 1.12e-5 m2 s-1, the mean diameter of rain drop d = 1.89e-3 m, the rain 197 

drop terminal velocity wD = 7.48 m s-1 and the kinematic viscosity of air v = 6.18e-6 m2 s-1. Re-198 

evaporation of falling precipitation (where Pk+1 – Pk < 0) returns dissolved species to the 199 

atmosphere as in Liu et al. [2001]. Below-cloud washout of aerosols for large-scale precipitation 200 

is parameterized as by Fang et al. [2011] and Li et al. [2008].  201 

 202 

2.3.Emissions and Lower Boundary Conditions 203 

Surface emissions of chemical species are from the new emissions dataset of Lamarque et 204 

al. [2010], developed for chemistry-climate model simulations for the Climate Model Inter-205 

comparison Project Phase 5 (CMIP5) in support of the Intergovernmental Panel on Climate 206 

Change (IPCC) Fifth Assessment Report (AR5). The inventory provides monthly mean gridded 207 

emissions of reactive chemical species, including ozone precursors and aerosol species, at a 208 

horizontal resolution of 0.5º latitude x 0.5º longitude for each decade beginning 1850 to 2000. 209 

Emissions originating from anthropogenic sources (defined to include energy use in stationary 210 

and mobile sources, industrial processes, domestic and agricultural activities), open biomass 211 

burning (includes burning of grasslands and forests), ships and aircraft are provided. Surface 212 

anthropogenic emissions for the base year 2000 are generated by aggregating existing regional 213 

and global emission inventories for 40 world regions and 10 sectors (see Lamarque et al., 2010 214 

for more details). Monthly emissions are given for all sources; however there is no seasonal 215 

variation in anthropogenic and ship emissions. Biomass burning emissions for the base year 2000 216 

are from the GFED version 2 inventory [van der Werf et al., 2006]. No information on the 217 

vertical distribution of these emissions was provided in the original dataset. We distributed the 218 

biomass burning emissions over six ecosystem-dependent altitude regimes between the surface 219 
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and 6 km following the recommendations of Dentener et al. [2006]. Emissions from agricultural 220 

waste burning and fuelwood burning, which are usually specified with biomass burning, are 221 

included in anthropogenic residential sector emissions.  222 

The inventory includes ship emissions from international and domestic shipping and 223 

fishing, which are based on a recent assessment by Eyring et al. [2009]. As noted by Lamarque et 224 

al. [2010], the spatial distribution of ship emissions does not account for dispersion, chemical 225 

transformation and sub-grid scale loss processes, which may lead to an over-estimate of ozone 226 

formation in global models. The inventory also includes aircraft emissions of nitrogen oxide and 227 

black carbon based on calculations using the FAST model [Lee et al., 2005] for the European 228 

Quantify project (http://www.pa.op.dlr.de/quantify/). Emissions are provided at altitude levels 229 

from about 0.3 km to 15 km. As aircraft SO2 emissions are not provided in the inventory, we 230 

calculate these by scaling the aircraft emissions of BC by an emission ratio of 25 gSO2/g BC.  231 

Estimates of emissions from natural sources, including plants, soils or oceans, are not 232 

provided by Lamarque et al. [2010]. We, therefore, use natural emissions for all relevant gaseous 233 

species, including isoprene, from the POET inventory (Precursors of Ozone and their Effects in 234 

the Troposphere) for 2000 [Granier et al., 2005] as implemented in MOZART-4 [Emmons et al. 235 

2010]. Natural emissions vary from month-to-month, however they do not respond to changes in 236 

climate, vegetation or land-use. Soil emissions of NOx resulting from agricultural activities are 237 

included in anthropogenic sector in the emissions inventory of Lamarque et al. [2010]. Natural 238 

soil NOx emissions are set to preindustrial value of 3.6 Tg N yr-1 as in Horowitz [2006]. 239 

Lightning NOx emissions in the model are calculated following Horowitz et al. [2003] as a 240 

function of subgrid convection parameterized in AM3 [Donner et al., 2011], resulting in a mean 241 
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1981-2000 total source of 4.5 ± 0.2 Tg N (as NO) per year with diurnal, seasonal, and 242 

interannual variability based on the model meteorology.  243 

Direct emissions of POA from biological activity in the ocean [O’Dowd et al. 2004] as a 244 

function of sea surface temperature and surface winds that vary with climate are also included. 245 

Dimethyl sulfide (DMS) emission is calculated using an empirical function of prescribed fixed 246 

monthly mean DMS concentration in sea water and wind speed at 10 m, as described by Chin et 247 

al. [2002]. Dust emissions are parameterized following Ginoux et al. [2001] and sea salt particles 248 

are emitted from the ocean according to Monahan et al. [1986]. 249 

Global total emissions for years 1860 and 2000 are presented in Table 2. Figure 1 shows 250 

the global distribution of the percent change in annual mean surface emissions of NO, CO, 251 

NMVOCs, black carbon, organic carbon, and SO2, from 1860 to 2000. Although, global mean 252 

short-lived pollutant emissions increase from preindustrial to present day (Table 2), emissions 253 

for some species from several regions of the world are lower in 2000 (Figure 1). For example, 254 

emissions of black carbon and organic carbon from the United States are lower in 2000 255 

compared with 1860, driven by decreases in domestic fuel and biomass burning.  256 

Globally uniform concentrations of well-mixed greenhouse gases (WMGGs), including, 257 

carbon dioxide (CO2), nitrous oxide (N2O), methane (CH4), and halocarbons (CFC-11, CFC-12, 258 

CFC-113, CCl4, CH3Cl, CH3CCl3, HCFC-22, Cly, and Bry) are specified from the Representative 259 

Concentration Pathways database (http://www.iiasa.ac.at/web-apps/tnt/RcpDb/ ) developed for 260 

climate model simulations for CMIP5 in support of IPCC-AR5 [Meinshausen et al., 2011]. 261 

Global mean concentrations of CH4 and N2O are specified at the surface as lower boundary 262 

conditions for chemistry. 263 

 264 
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2.4.Simulations 265 

We perform a base simulation of AM3 for the period 1980-2007 forced with 266 

interannually varying observed sea surface temperatures (SSTs) and sea-ice cover (SIC) [Rayner 267 

et al. 2003], following the Atmospheric Model Intercomparison Project (AMIP) configuration. 268 

The simulation was run for 28 years with the first year for initial spin-up. We analyze results 269 

from this simulation in Section 3 to evaluate the capability of AM3 to simulate the chemical 270 

atmosphere. 271 

We perform two additional simulations of AM3 to investigate the impact of changes in 272 

emissions of short-lived species from preindustrial to present levels. These simulations follow 273 

the configuration designed by the Atmospheric Chemistry and Climate Model Intercomparison 274 

Project (ACCMIP) [Shindell and Lamarque, 2011]. The “2000” simulation uses prescribed 275 

climatological monthly mean SSTs and SIC for the decade 1995-2004 taken from one ensemble 276 

member of the 5-member ensemble historical simulation of the GFDL coupled model (GFDL 277 

CM3) conducted according to the CMIP5 specifications in support of the IPCC-AR5 [John et al., 278 

2012; Horowitz et al. in preparation]. Concentrations of WMGGs, including CH4, N2O, and 279 

ODSs, and emissions of short-lived pollutants (non-methane O3 precursors and aerosols) are set 280 

to their year 2000 values. The “1860” simulation uses the same configuration, including the SST 281 

and SIC boundary conditions, and WMGG concentrations, except that short-lived pollutant 282 

emissions are set to their 1860 values as shown in Table 2. Because their natural emissions are 283 

constant, differences in O3 precursor emissions between the two simulations come from only 284 

anthropogenic and biomass burning sources. Since emissions of dust, sea-salt, DMS and oceanic 285 

POA depend on climate variables, small differences in their emissions between the present-day 286 

and preindustrial (Table 1) simulations contribute to their burden changes. Both simulations were 287 
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run for 11 years with one year for spin-up to obtain a good signal to noise ratio. We compare  288 

results from these two simulations in Section 4 to assess the impact of preindustrial to present 289 

day changes in anthropogenic and biomass burning emissions of short-lived pollutants. While the 290 

configuration with prescribed climatological SST and SIC is computationally efficient as 291 

opposed to running the full coupled model, contrasting these simulations provides an estimate of 292 

only the fast atmospheric responses but not the slow feedbacks that involve ocean surface 293 

temperature changes [Haywood et al., 2009]. 294 

 295 

3. Model Evaluation 296 

We analyze mean results for the 1981-2000 time period from our base simulation, unless 297 

noted otherwise. The climate and dynamics simulated in this model integration have been 298 

evaluated in detail by Donner et al. [2011]. The general features of simulated stratospheric ozone 299 

have been evaluated by Donner et al. [2011] and Austin et al. [submitted to J. Climate]. Aerosols 300 

are evaluated by Ginoux et al. [in prep]. Here, we evaluate the gas-phase chemistry in the model 301 

through comparisons of simulated tropospheric ozone and CO with observations.  302 

 303 

3.1. Ozone 304 

An annual global tropospheric (defined as the domain for which O3 concentration is less 305 

than 150 ppbv) O3 burden of 360 Tg is simulated by AM3 (Table 3). The photochemical 306 

production and destruction of O3 are simulated to be 5753 Tg yr-1 and 5019 Tg yr-1, respectively. 307 

Net photochemical production of 734 Tg yr-1 in the troposphere exceeds the stratospheric influx 308 

(diagnosed in AM3 as the net dynamical flux) of 450 Tg yr-1. Tropospheric loss by dry 309 

deposition at the surface accounts for 1205 Tg yr-1. The simulated tropospheric O3 lifetime, 310 
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calculated as the ratio of O3 burden and the total loss rate (photochemical loss plus surface 311 

deposition) is 21.1 days. Our simulated tropospheric O3 burden is within 10% of 335 ± 10 Tg 312 

derived from observation-based O3 climatology [Wild, 2007]. A recent multi-model inter-313 

comparison study of ozone and its precursors estimates the mean tropospheric O3 production and 314 

loss to be 5110 ± 606 Tg yr-1 and 4668 ± 727 Tg yr -1 for present day conditions (year 2000), 315 

where the range is the multi-model standard deviation [Stevenson et al., 2006]. The multi-model 316 

mean dry deposition is 1003 ± 200 Tg yr-1, the stratospheric influx inferred from the models as 317 

the residual of all other budget terms is 552 ± 168 Tg yr-1 and the mean tropospheric O3 lifetime 318 

is 22.3 days. The AM3 tropospheric O3 budget terms are well within the range of these numbers, 319 

with the O3 production, loss and dry deposition at the high end, while AM3 stratospheric flux is 320 

at the lower end of the multi-model mean.  321 

We evaluate the simulated seasonal cycle of ozone in the lower stratosphere and 322 

troposphere by comparison with ozonesonde measurements made between 1995 and 2009. The 323 

observations are taken from the climatology described by Tilmes et al. [2011] built on previous 324 

work by Logan et al. [1999]. Since the observed data is for 1995-2009, we compare the base 325 

simulation averaged over both 1981-2000 and 1995-2007 time periods (Figure 2). With the 326 

exception of a few sites, AM3 simulated ozone concentrations are within 10-15 ppbv of the 327 

observed values and reproduce the observed seasonal cycle, consistent with results from other 328 

chemistry-climate models [Shindell et al., 2006; Lamarque et al., 2012]. We also find that overall 329 

the comparison of AM3 O3 averaged over 1995-2007 is very similar to that with O3 averaged 330 

over the baseline time period of 1981-2000. At northern high latitude sites (Alert and Resolute), 331 

AM3 reproduces well the timing of the spring maximum in the lower troposphere and the late 332 

spring maximum in the middle troposphere but the magnitude of the simulated O3 concentrations 333 
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is biased high compared with observations. In the upper troposphere, AM3 simulates a weaker 334 

seasonal variability compared with observations and underestimates the observed O3 335 

concentrations by about 10-12%. This low bias at 200 mb is consistent with the underestimate of 336 

lower stratospheric ozone at northern high latitudes attributed to a deficiency in model transport 337 

(Figure 7 in [Donner et al., 2011]).  338 

The seasonal variability in ozone observed at northern middle latitude stations 339 

(Hohenpeissenberg and Wallops Island) is captured by AM3, particularly in the lower and upper 340 

troposphere. The timing of peak ozone in AM3 is consistent with observations (spring in the 341 

upper troposphere transitioning to summer in the lower troposphere). A weaker seasonal cycle, 342 

however, is simulated in the mid troposphere in this region. At Southern Hemisphere tropical 343 

(Samoa) and mid-latitude (Lauder) stations, AM3 overestimates the observed O3 concentrations 344 

throughout the troposphere, except for Samoa at 500 mb where the AM3 slightly underestimates 345 

the observations. The shape of the seasonal cycle is well reproduced for the middle latitude site; 346 

however, for the tropical station, AM3 simulates peak O3 a few months earlier than that observed 347 

for the three levels shown in Figure 2.  348 

We also compare the AM3 model zonal mean distribution of tropospheric O3 349 

concentrations with those measured by the Tropospheric Emission Spectrometer (TES) 350 

instrument aboard the NASA-Aura satellite for the period 2005 to 2007 (Figure 3a). After 351 

interpolating the monthly mean AM3 ozone fields for 2005-2007 to TES pressure levels and 352 

applying the TES averaging kernels and a priori matrix to account for differences in vertical 353 

resolution and the influence of clouds [Kulawik et al., 2006], we find that AM3 is within ± 20 354 

ppb (0-5%) from surface to mid-troposphere compared with TES observations (Figure 3a), 355 

consistent with the comparison of AM3 with ozonesonde data discussed above. Comparison of 356 
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model with TES in the upper troposphere/lower stratosphere at high latitudes is not meaningful 357 

as the sensitivity of TES is low in that region [Nassar et al., 2008]. Aghedo et al. [2011] show 358 

that applying the monthly mean TES averaging kernels (AKs) and a priori profiles to monthly 359 

mean model O3 produces negligible biases compared to convolving the simulated O3 with TES 360 

AKs each day at the overpass time. The bias of AM3 with respect to TES cannot be explained by 361 

the 3 – 10 ppbv positive biases showed when TES ozone measured in October 2004 to October 362 

2006 were evaluated against ozonesondes [Nassar et al., 2008]. The full diagnoses of the cause 363 

of the AM3 model biases would be outside the scope of this paper, because it may be due to a 364 

combination of transport, emission and chemistry errors.  365 

We also evaluated the AM3 simulated surface O3 concentrations by comparison with data 366 

from surface observational networks in the United States (Clean Air Status and Trends Network 367 

– CASTNet http://www.epa.gov/castnet/), Europe (European Monitoring and Evaluation 368 

Programme – EMEP http://www.nilu.no/projects/ccc/emepdata.html), and published data from a 369 

few rural sites in India as shown in the supplementary information. We find that AM3 is able to 370 

reproduce the observed concentrations and seasonal cycles at two out of six regions in both the 371 

United States and Europe, and two out of three sites in India. While AM3 captures the seasonal 372 

cycle in most of the other regions, annual mean biases range from 8 to 20 ppb.  373 

 374 

3.2. Carbon Monoxide 375 

We evaluate AM3 simulated CO mixing ratios near the surface against observed 376 

climatologies for 18 selected stations in the National Oceanic and Atmospheric Administration 377 

Environmental Science and Research Laboratory (NOAA ESRL) Carbon Cycle Cooperative 378 
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Global Air Sampling Network [Novelli and Masarie, 2010]. Monthly mean data over the period 379 

1988-2009 has been used to create a climatology for each station. AM3 is sampled at the gridbox 380 

and altitude level corresponding to each station (Figure 4). In general, higher CO concentrations 381 

are observed in the northern hemisphere than in the southern hemisphere because of higher 382 

source strength in the northern hemisphere. The seasonal cycle at high and mid-latitudes in the 383 

northern hemisphere is strongly a function of photochemistry, with reduced OH abundance and 384 

weak vertical mixing resulting in accumulation of CO in the wintertime and increased OH 385 

leading to a significant decline in CO concentrations in summer. Peak CO concentrations at 386 

northern high and mid-latitudes are observed in spring while the minimum is at the end of 387 

summer. AM3 underestimates the seasonal variation in CO at all the northern high and mid 388 

latitude sites considered here (Figures 4a-f). The discrepancy is largest in late winter and spring 389 

when AM3 is biased low by 30-50 ppbv compared with the observations, similar to the multi-390 

model biases discussed in Shindell et al [2006a]. The negative biases could stem from high OH 391 

concentrations (see section 3.3 for a discussion of OH), the neglect of any seasonality in 392 

anthropogenic CO emissions [Shindell et al., 2006a], or an underestimate of the total source of 393 

CO (direct and indirect from VOCs) in AM3.  394 

Observations show lower CO concentrations in the tropics than those at northern high 395 

and mid-latitudes because of lower emissions and more rapid loss. In the tropics, the observed 396 

seasonality is governed by both anthropogenic and biomass burning emissions, with biomass 397 

burning emissions more important close to the equator and in the southern hemisphere tropics 398 

[Novelli et al. 1998 Duncan et al., 2007]. AM3 underestimates the seasonality and the magnitude 399 

of CO observed at most sites in the northern tropics (Figures 4h-4k). The observed spring time 400 

peak CO at Mauna Loa and Mariana Islands is attributed primarily to transport of pollution from 401 
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Asia [Brasseur et al., 1996; Jaffe et al., 1997]. AM3 does not capture the springtime peak at these 402 

stations indicating a possible problem with model transport and/or the magnitude of 403 

anthropogenic emissions from Asia. Mariana Islands is also influenced by dry season (spring) 404 

biomass burning in Southeast Asia [Jaffe et al., 1997], where springtime CO concentrations in 405 

AM3 are lower than those observed, suggesting a problem with our biomass burning emissions. 406 

AM3 reproduces the observed spring maximum at Christmas Island but simulates a second peak 407 

in fall indicating a problem in the timing of biomass burning emissions. Weakness in the 408 

seasonal cycle of biomass burning emissions in AM3 is further highlighted by the early peak (by 409 

three months) in simulated CO compared with observations at Ascension Island, a site most 410 

sensitive to biomass burning in southern Africa [Novelli et al., 1998]. AM3 captures fairly well 411 

the seasonal cycle at subtropical sites in the Southern Hemisphere (Tutuila, Easter Island) sites, 412 

but is biased low. In the southern high and mid latitudes where CO concentrations are generally 413 

lower and the seasonality is determined by a combination of biomass burning emissions, oceanic 414 

emissions, and in-situ hydrocarbon oxidation [Holloway et al. 2000], AM3 does an excellent job 415 

of reproducing the observed magnitude and seasonal variation of CO. 416 

We also compare zonal mean AM3 tropospheric CO concentrations for 2005-2007 with 417 

those observed by TES (Figure 3b), after interpolating to TES pressure levels and applying the 418 

TES averaging kernels and a priori matrix. The patterns of global TES CO distributions in the 419 

troposphere have been found to agree with those from other satellites (e.g. MOPITT; [Luo et al., 420 

2007a; Ho et al., 2009]). TES CO profiles are also found to be within 10% of averaged in-situ 421 

measurements [Luo et al., 2007b; Lopez et al., 2008]. AM3 underestimates the TES CO 422 

abundance by 20 ppbv in the northern extra-tropics throughout the troposphere and by 5-10 ppb 423 

in the southern troposphere, consistent with the comparison with surface CO measurements. TES 424 
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provides little information at the poles hence the comparison is not meaningful in that region 425 

[Luo et al., 2007a, Richards et al., 2006]  426 

 427 

3.3. Hydroxyl radical and Methane lifetime 428 

Hydroxyl radical (OH) determines the oxidizing capacity of the atmosphere, influencing 429 

the lifetime of many short-lived gaseous species [Levy 1971]. The tropospheric OH 430 

concentration strongly depends on the atmospheric abundance of O3, NOx, CO, hydrocarbons, 431 

water vapor and the distribution of solar radiation. Primary production of OH occurs when 432 

electronically excited O(1D), produced by the photolysis of O3, combines with water molecules 433 

[Levy 1971, Logan et al., 1981, Spivakovsky et al., 2000]. Therefore, OH concentrations are 434 

highest in the tropical lower to middle troposphere reflecting high levels of water vapor and 435 

ultraviolet radiation. Reaction with CO, CH4 and NMVOCs, the dominant loss process of OH, 436 

produces hydro peroxy radical (HO2) that can regenerate OH via its reaction with NO and O3 437 

[Crutzen, 1973]. This secondary production of OH via radical recycling by NOx plays a more 438 

important role at higher latitudes where O(1D) and water vapor are less abundant [Spivakovsky 439 

et al., 2000, Lelieveld, 2002].  440 

AM3 simulates a global mean airmass-weighted OH concentration of 1.05 ± 0.02 × 106 441 

molecules cm-3 for the 1981-2000 period, with a northern to southern hemisphere (NH/SH) ratio 442 

of 1.16 suggesting that higher concentrations of O3, NOx and other OH precursors in the northern 443 

hemisphere dominate over the higher concentrations of CO, VOCs, and other sinks for OH in the 444 

model. While observational constraints on OH (more discussed below) indicate that the annual 445 

mean OH concentration is higher in the southern hemisphere than the northern hemisphere 446 
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(NH/SH < 1) [Prinn et al., 2001; Montzka et al., 2000; Krol and Lelieveld, 2003], most 447 

chemistry models [Wang et al., 1998; Dalsøren and Isaksen, 2006], including AM3, simulate 448 

higher northern hemisphere OH concentrations (NH/SH > 1). Krol and Lelieveld [2003] suggest 449 

that this discrepancy arises because the location of the Intertropical Convergence Zone (ITCZ) is 450 

used to determine the interhemispheric ratio from observations, while models assume that the 451 

hemispheres are symmetric around the equator. However, the ITCZ is used only in the analysis 452 

of Montzka et al. [2000], while Prinn et al. [2001] divides the hemispheres at the equator. A 453 

possible reason for the AM3 overestimate of OH in the northern hemisphere could be the 454 

underestimate of northern hemisphere CO (Section 3.2).  455 

We compare the AM3 simulated airmass-weighted annual mean OH concentrations 456 

(Figure 5a) with the climatology of Spivakovsky et al. [2000] (Figure 5b) for twelve tropospheric 457 

subdomains as recommended by Lawrence et al. [2001]. Mean AM3 simulates the highest 458 

boundary layer (surface to 750 hPa) OH burden in the tropics followed by the northern extra-459 

tropics (30°N-90°N) and the southern extra-tropics (30°S-90°S), consistent with the climatology 460 

(Figure 5b), but is higher by about 25-35%. AM3 OH concentrations in the tropics decrease with 461 

increasing altitude as opposed to first decreasing in the mid-troposphere and then increasing in 462 

the upper troposphere as in the Spivakovsky et al [2000] climatology. Excessive OH in the 463 

tropical boundary layer could indicate limitations in our treatment of higher volatile organic 464 

compounds. For example, AM3 does not include representation of higher (5 and more carbon 465 

atoms) alkanes, alkenes and aromatic compounds, thus, reducing the OH sink ( for example, the 466 

MOZART-4 mechanism which includes higher NMVOC yields an OH vertical distribution that 467 

better matches the climatology [Emmons et al., 2010]).  468 
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Simulated global mean tropospheric OH concentrations can be tested against indirect 469 

estimates from observationally constrained budgets of species with known sources and reaction 470 

with OH as their primary sink, such as 1, 1, 1-trichloroethane (CH3CCl3, methyl chloroform), 471 

14CO, and CHClF2 (HCFC-22) [Spivakovsky et al., 2000 and references therein]. The lifetime of 472 

CH3CCl3 derived from its observed atmospheric abundances and known industrial emissions has 473 

most often been used to estimate the global mean abundance of OH [Prinn et al., 1995, 2001; 474 

Krol et al., 1998; Krol and Lelieveld, 2003; Montzka et al., 2000, 2011]. Prinn et al [2001] 475 

estimated a global tropospheric mean CH3CCl3 lifetime of 5.99��.��
��.��  for the period 1978-2000. 476 

Since AM3 does not simulate the chemistry of CH3CCl3, we assume a global uniform 477 

atmospheric mixing ratio to calculate its tropospheric lifetime as, ��� � 	
�

� ����
����
��� ����

, where, 478 

k(T), the rate constant for the oxidation of CH3CCl3 by tropospheric OH, is 1.64×10-12 exp(-479 

1520/T) molec-1 cm3 s-1 [Sander et al., 2006]. Our estimated CH3CCl3 tropospheric mean lifetime 480 

of 5.3 ± 0.1 years over the period 1981-2000 is about 11% lower than the mean observation-481 

derived lifetime estimate of Prinn et al. [2001]; while within the uncertainty range, we conclude 482 

that AM3 OH is likely biased high.  483 

AM3 simulates a mean total atmospheric methane burden of 4622 Tg and tropospheric 484 

methane loss by reaction with OH of 540 Tg yr-1, resulting in mean tropospheric methane 485 

lifetime against loss by tropospheric OH of 8.6 yr, about 10% lower than the lifetime of 9.6 years 486 

reported by Prather et al. [2001]. It is within the range of values (7.8-10.5 years) simulated by 487 

other models [Lawrence et al., 2001; Folberth et al., 2006; Jöckel et al. 2006; Fiore et al., 2009; 488 

Emmons et al., 2010]. Including a nominal stratospheric sink of 40 Tg yr-1 and a soil sink of 30 489 

Tg yr-1, yields a global atmospheric CH4 lifetime of 7.6 yr, on the low side of the 8.7 ± 1.3 years 490 

range from a multi-model estimate [Stevenson et al. 2006].  491 
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 492 

4. Impact of Short-lived pollutants on Composition and Climate 493 

We compare 10-year annual mean fields from 2000 and 1860 simulations to investigate 494 

the impact of changes in short-lived pollutant emissions from preindustrial to present levels, on 495 

atmospheric composition and climate below.  496 

4.1. Impact on Atmospheric Composition 497 

The impact of changes in short-lived pollutant emissions from 1860 to 2000 on global 498 

mean budget and burdens is shown in Table 3. We simulate a 21% increase in the annual mean 499 

global tropospheric O3 burden from 302 Tg in preindustrial to 365 Tg in the present day. The 500 

photochemical production and loss of ozone increase by 45% and 40%, respectively. The 501 

deposition flux of ozone increases by ~50% in response to the increased ozone burden. The 502 

(photochemical and depositional) lifetime of ozone decreases from 25 days in the preindustrial to 503 

21 days in the present day simulation. In addition, the cross-tropopause flux of ozone increases 504 

by about 10% in the present day relative to the preindustrial simulation possibly because of a 505 

dynamical response resulting in a slight shift of the tropopause. Since we set CH4 to its 2000 506 

level in both the 1860 and 2000 simulations, this preindustrial to present day increase in O3 507 

burden is on the lower side of that published in the literature [Lamarque et al., 2005b and 508 

references therein]. Indeed, Wang and Jacob [1998] show that using present-day CH4 509 

concentrations in preindustrial simulations decreases their estimated preindustrial to present day 510 

tropospheric O3 burden enhancement from 63% to 44%. Our simulated increases in ozone 511 

photochemical production, loss and dry deposition are significantly lower than the estimates of 512 

Wang and Jacob [1998].  513 
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Of the total 64 Tg increase in tropospheric O3 burden, 71% occurs in the northern 514 

hemisphere, consistent with the much larger NOx emission increase in the northern hemisphere. 515 

Global total column O3 increases by about 3% with more than two-thirds of this increase 516 

occurring in the troposphere. Note that ozone depleting substances in the 1860 simulations are 517 

held at the present-day value, so our preindustrial to present day change does not include ODS-518 

driven anthropogenic ozone depletion in the stratosphere. Total annual column O3 increases of 519 

20 to 30 DU are simulated over the industrialized areas of the northern hemisphere (Figure 6a). 520 

Global annual average surface O3 concentrations increase by 10 ppbv from preindustrial to 521 

present-day, with largest increases simulated over regions of largest precursor emission increases 522 

(Figure 6b). The inter-hemispheric asymmetry in surface O3 concentrations increases from 523 

NH/SH = 1.09 in preindustrial to NH/SH = 1.40 at present day owing to the large increases in 524 

short-lived O3 precursor emissions, particularly NOx, in the northern hemisphere.  525 

The global total annual burden of CO increases by 30% from preindustrial to present day. 526 

Changes in CO sources are only due to changes in the anthropogenic and biomass burning 527 

emissions of CO and NMVOC, hence they are somewhat lower than those expected if CH4 were 528 

set to its preindustrial level in the 1860 simulation. Near-homogenous increases in CO burden 529 

are simulated (Figure 6c), except for strong source regions, for example, the biomass burning 530 

areas of Southeast Asia, Central Africa, and anthropogenic emissions areas of North America, 531 

China and South Asia. Increases in zonal average CO concentrations extend from the surface to 532 

the tropopause, with increases of 30 to 60 ppb in the northern hemisphere and 10 to 20 ppb in the 533 

southern hemisphere (not shown). Surface CO concentration increases of up to 400 ppb are 534 

simulated locally over source regions (Figure 6d). Reductions of about 10 ppb are simulated 535 
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locally for a few regions where biomass burning decreases (Figure 1) and is the primary source 536 

of CO.  537 

The annual mean tropospheric NOx burden increases by 40% in the present day relative 538 

to preindustrial. NOx emissions from lightning, the main source of NOx in the free troposphere, 539 

particularly in preindustrial, decrease in the present day (Table 3). Reduced convective activity 540 

(not shown) in response to changes in short-lived pollutant emissions from preindustrial to 541 

present day decreases lightning NOx emissions. Strong tropospheric NOx burden increases are 542 

simulated near source regions particularly in the northern hemisphere (Figure 6e). Annual mean 543 

surface NOx concentrations increase by up to 3 ppbv over the northeastern US, Europe, northern 544 

India and China source regions, following the preindustrial to present day increases in emissions 545 

(Figure 1). Surface NOx increases are also simulated above ship track areas over the oceans. 546 

With a lifetime of a day, most NOx increases occur closer to the surface as opposed to the CO 547 

increases that are more homogenous throughout the troposphere.  548 

Simulated global total burden of sulfate increases by a factor of three from preindustrial 549 

to present day (Table 3), within the range of previous estimates [Horowitz, 2006; Tsigaridis et 550 

al., 2006]. Largest increases are in the 0 to 30°N latitude band characterized by high emissions 551 

and oxidation capacity (Figure 6g). The burden of sulfate aerosols in the atmosphere depends on 552 

its sources (SO2 emissions, level of atmospheric oxidants, including O3, OH, NO3
- and H2O2) and 553 

its sinks (wet and dry deposition). Higher present day versus preindustrial SO2 emissions lead to 554 

increased formation of sulfate aerosols in the present day simulation. At the surface, sulfate 555 

concentrations increase up to 15 μg m-3 in regions of high SO2 emissions (Asia, Europe, and 556 

North America). Secondary maxima in the increase of surface sulfate concentrations occur in the 557 
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southern hemisphere over regions of high biomass burning (South America, Africa, and South-558 

east Asia).  559 

The global total burden of carbonaceous aerosols increases from preindustrial to present 560 

day with BC aerosols increasing by a factor of 2.4 and organic carbon increasing by a smaller 561 

fraction (40%) because of larger background natural sources. The atmospheric burden of 562 

carbonaceous aerosols is governed by their emissions and deposition (wet and dry). BC 563 

emissions are driven by human activities that involve combustion of mostly fossil fuels with 564 

smaller contributions from domestic biofuel burning and biomass burning, whereas OC 565 

emissions predominantly come from the latter two categories. Reduced present-day emissions 566 

from domestic biofuel burning and forest clearing in the mid-latitude regions (North America, 567 

Europe, and Australia) drive decreases in carbonaceous aerosol burden over these regions 568 

(Figures 6i,k). On the other hand, sharp increases are simulated for regions with high present day 569 

emissions (China, India, central Africa). Changes in the burden are dominated by changes near 570 

the surface. Simulated surface concentrations in the present-day are lower over most of North 571 

America, Europe, and Australia, and increase in highly populated areas of Asia, Eastern Europe 572 

and central Africa (Figures 6k,l).  573 

Next, we investigate the changes in the tropospheric oxidizing capacity from preindustrial 574 

to present day changes in short-lived pollutant emissions. Despite only minor changes in water 575 

vapor and reduced ultraviolet tropospheric O3 photolysis rates (not shown), tropospheric mean 576 

airmass-weighted OH concentrations increase by 10% from preindustrial to present day, acting 577 

to reduce the tropospheric lifetime of methane by 14%. Comparison of OH in various 578 

subdomains of the atmosphere indicates OH increases in all parts of the atmosphere except in the 579 

upper troposphere of the southern hemisphere, with the largest increases (30-60%) occurring in 580 
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the lower troposphere of the northern hemisphere (Figure 5c), coincident with the largest 581 

increases in NOx and O3. The almost symmetric OH concentrations across the equator in our 582 

preindustrial simulation (NH/SH ratio of 1.05) become asymmetric in the present-day (NH/SH 583 

ratio of 1.2), implying a dominant role for NOx emissions. Figure 5d shows the spatial 584 

distribution of the increase in OH in the lowest atmospheric subdomain (surface to 750 hPa) 585 

where more than 60% of the total oxidation of methane occurs [Lawrence et al., 2001]. Almost a 586 

factor of two increase in OH is simulated over regions with high present day emissions of NOx, 587 

CO and NMVOCs, mostly in the northern hemisphere.  588 

An enhancement of OH largely indicates the dominance of increases in O3 and NOx 589 

(source of OH) over increases in CO, NMVOCs, and SO2 (sinks of OH). Previous modeling 590 

studies of changes in tropospheric mean OH abundance from preindustrial to present day range 591 

from increases of 6-15% [Crutzen and Bruhl, 1993; Martinerie et al., 1995; Berntsen et al., 1997] 592 

to decreases of 5-33% [Thompson et al., 1992; Wang and Jacob, 1998; Mickley et al., 1999; 593 

Hauglustaine and Brasseur, 2001; Grenfell et al., 2001; Lelieveld et al., 2002; Shindell et al, 594 

2003; Wong et al, 2004; Lamarque et al, 2005b; Shindell et al, 2006b; Skeie et al, 2010; Sofen et 595 

al, 2011; John et al., 2012]. Although our estimate of the preindustrial to present-day change in 596 

OH concentrations falls within the range of these studies, it is not directly comparable because 597 

we keep CH4 at its present day (2000) levels in both the simulations (among other model to 598 

model differences), yielding a larger preindustrial to present day OH increase. CH4 (and CO) are 599 

the main sink for OH in the background troposphere. Our preindustrial simulation is 600 

characterized by a lower than actual OH abundance because of enhanced OH loss in a low-NOx 601 

and high CH4 environment. Comparing their present-day with a sensitivity simulation of 602 

preindustrial atmosphere with present-day CH4 concentrations, Wang and Jacob [1998] estimate 603 
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a 9.5% increase in mean tropospheric mass-weighted OH concentration, consistent with our 604 

simulated 10% increase in OH.  605 

 606 

4.2. Impact on Climate  607 

To investigate the impact of changes in short-lived pollutant emissions from preindustrial 608 

to present-day on climate, we first assess the net adjusted radiative forcing from these emission 609 

changes and then briefly explore the changes in key climate variables. Note that we expect the 610 

climate responses to be weak since our experiments are conducted with fixed SST an SIC. 611 

Radiative fluxes simulated in the two runs allow us to diagnose the radiative forcing as the 612 

change in the net irradiance (solar plus longwave radiation) at the top of the atmosphere (TOA) 613 

for the present day relative to the preindustrial simulation. Since our present day and 614 

preindustrial simulations use fixed SST and SIC extent, our calculated TOA radiative forcing, 615 

more appropriately referred to as “radiative flux perturbation” (RFP), incorporates the effects of 616 

fast atmospheric responses to short-lived pollutants but not the slow feedbacks associated with 617 

changes in global ocean temperatures [Hansen et al., 2005; Forster et al., 2007; Haywood et al., 618 

2009]. RFP at the TOA has been shown to predict the global mean surface temperature change 619 

that will result from changes in short-lived pollutants [Hansen et al., 2005; Forster et al., 2007; 620 

Lohmann et al., 2010]. We do not diagnose the contribution of individual short-lived climate 621 

forcers to the net RFP.  622 

The net global mean annual average all-sky TOA RFP due to short-lived pollutant 623 

emissions at present day relative to preindustrial is -1.43 Wm-2 in our model, implying a net 624 

radiative cooling of the climate system. Tropospheric ozone increases produce a positive forcing 625 



30 
 

while aerosol increases exert either a positive forcing (black carbon) or a negative forcing 626 

(sulfate, organic carbon) on the climate system. Aerosols also produce a negative forcing 627 

indirectly via changes in cloud optical properties or a positive forcing from changes in the 628 

thermal structure of the atmosphere. Our results indicate that the strong negative forcing (direct 629 

plus indirect) from preindustrial to present day aerosol changes dominates over the positive 630 

forcing due to O3 increases and aerosol semi-direct effect.  631 

Figure 7a shows the geographical distribution of the annual mean all-sky TOA RFP due 632 

to preindustrial to present day short-lived pollutant emissions. The largest statistically significant 633 

negative RFPs (up to -10 Wm-2) are simulated over industrialized regions of northern hemisphere 634 

characterized by high aerosol burdens (China, India, Europe, North America). Smaller negative 635 

RFPs are also simulated for regions where biomass burning emissions increased over the last 636 

century, such as, south-east Asia, central Africa, and the Amazon, and over oceans downwind of 637 

source regions. Small positive RFP is simulated over much of the southern hemisphere oceans, 638 

the Arctic and parts of Australia. The simulated positive forcing in these regions is statistically 639 

insignificant relative to the model internal variability, possibly because 10 year runs are too short 640 

to produce a robust signal that can be distinguished from noise [Golaz et al., 2011].  641 

To explore the role of changes in cloud properties on radiative forcing, we breakdown the 642 

all-sky RFP to clear-sky and cloudy-sky components. Clear-sky radiative fluxes are computed 643 

within the model by calling the radiation code in the absence of clouds for diagnostic purposes, 644 

so they do not include the impact of aerosol indirect effects and also do not include cloud 645 

modifications of direct effect through masking [Golaz et al., 2011]. We calculate the cloudy-sky 646 

RFP by taking the difference between all- and clear-sky RFP. Figures 7b and 7c show the spatial 647 

distribution of the clear-sky and cloudy-sky RFPs. From a global mean perspective, both the 648 
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clear and cloudy sky RFP are negative and the contribution of clear-sky RFP (-0.76 Wm-2) to the 649 

all-sky RFP is only slightly higher than that of the cloudy sky RFP (-0.67 Wm-2). Spatially, 650 

negative RFPs over and downwind of industrialized areas in the northern hemisphere, biomass 651 

burning regions, and neighboring oceans persist in the clear-sky component (Figure 7b), 652 

suggesting the dominance of reflecting aerosols (sulfate and organic) over absorbing aerosols 653 

(black carbon) and tropospheric ozone. The spatial pattern of cloudy-sky RFP resembles (global 654 

mean pattern correlation coefficient of -0.63) that of the change in cloud liquid water path (LWP) 655 

(see supplementary Figure S2d). Regions with increasing LWP are associated with negative RF, 656 

for example, north-east US, China, and India, while regions with decreasing LWP are associated 657 

with positive RF, for example, over south-central Africa.  658 

Next, we analyze the change in net radiative fluxes at the surface as changes in the 659 

surface radiation budget influence the hydrological cycle. Preindustrial to present-day change in 660 

short-lived pollutant emissions results in a global mean all-sky surface RFP of -2.6 Wm-2, 661 

implying that the emission changes result in an additional 1.2 Wm-2 absorbed by the atmosphere. 662 

The geographical distribution of all-sky surface RFP (Figure 8a) is similar to that of the TOA 663 

RFP but with enhanced negative forcing (up to -20 Wm-2) over industrialized regions and 664 

biomass burning area characterized by large aerosol burden changes, and neighboring oceans. 665 

The clear-sky component of the surface RFP (Figure 8b) dominates over the cloudy sky 666 

component (Figure 8c). Previous studies have indicated that aerosols have a stronger impact on 667 

precipitation than well-mixed greenhouse gases because the former can effectively alter the 668 

surface shortwave flux available for evaporation [Feichter et al., 2004; Lohmann and Feichter 669 

2005; Ming and Ramaswamy, 2009]. Consistent with the negative surface forcing, we find that 670 
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the global mean precipitation diminishes by 0.03 mm yr-1, however, much of the spatial 671 

distribution of the precipitation change is insignificant (see supplementary Figure S2b).  672 

We also assess the changes in the global mean and spatial distribution of surface air 673 

temperature, precipitation and cloud cover in response to preindustrial to present day changes in 674 

short-lived pollutant emissions. Relative to preindustrial, the present day global mean surface air 675 

temperature is simulated to decrease by only 0.05 K. Examining the spatial distribution of 676 

surface temperature change reveals that it is significant at 95% level (using student’s t-test) only 677 

over ~5% of the total global land area (Figure S2a), failing a field significance test. Our 678 

simulated temperature change is much less than would occur if we had not kept the SSTs 679 

constant and allowed the ocean to respond to short-lived pollutant perturbations [Hansen et al., 680 

2005]. On a global scale, cloud cover increases by 0.2%, but the change is found to be 681 

statistically insignificant over much of the globe (Figure S2c). 682 

 683 

5. Discussion and Conclusions 684 

In this study, we have evaluated our base GFDL AM3 simulation (1980-2007 with 685 

interannually varying SSTs and SIC) against observations of key chemical species (Section 3) 686 

and have employed the model to investigate the net impact of short-lived air pollutant emission 687 

changes from preindustrial to present day on atmospheric composition and climate (Section 4). 688 

Comparison of our base simulation with observations suggests that AM3 is able to reproduce the 689 

observed tropospheric ozone seasonal cycle (pearson correlation coefficient r=0.45-0.97) and 690 

simulated concentrations are within 10 to 15 ppbv of observed values. Surface carbon monoxide 691 

concentrations are biased low in late winter and spring compared with observations at all 692 
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northern high and mid-latitude sites similar to the multi-model biases discussed in Shindell et al. 693 

[2006a], but the observed seasonality (r=0.91-0.96) and magnitude is captured at southern 694 

hemisphere mid and high latitudes. Tropospheric CO concentrations for 2005-2007 in our base 695 

simulation are within 15% of those observed by the TES satellite. Hydroxyl radical, the primary 696 

determinant of the tropospheric lifetime of many short-lived pollutants, is somewhat higher in 697 

our base simulation compared with climatological estimates. Consistent with high OH, our mean 698 

tropospheric methane lifetime is 8.6 years, on the lower side of published values.  699 

Contrasting the atmospheric composition in our preindustrial (1860) and present-day 700 

(2000) simulations, both with fixed present-day sea-surface temperature, sea-ice extent, and 701 

WMGG concentrations (including methane), shows substantial increases in the present-day 702 

global total burdens of tropospheric ozone, sulfate and carbonaceous aerosols relative to 703 

preindustrial driven by short-lived pollutant emission changes. Spatially, surface ozone increases 704 

everywhere, more so in the northern hemisphere than in the southern hemisphere, mostly driven 705 

by increases in NOx emissions. Spatially inhomogeneous changes in aerosol burdens result from 706 

the different regional trends in their emissions. For example, carbonaceous aerosol burdens 707 

decrease over North America and Europe from the preindustrial to the present day because of 708 

reduced domestic fuel burning. Uncertainties in short-lived pollutant emissions will influence our 709 

estimate of the historical changes in the abundance of ozone and aerosols. Lamarque et al. [2010] 710 

note that uncertainties in regional emissions can be larger than a factor of 2.  711 

We simulate a 10% increase in tropospheric airmass-weighted OH concentration for 712 

present day relative to preindustrial, indicating that increases in sources (O3, NOx) dominate over 713 

sinks (CO, NMVOCs, SO2) of OH. Consequently, a 14% reduction in methane lifetime is 714 

simulated for the present-day relative to preindustrial. We note that methane is set to present-day 715 
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levels in both simulations, so the potentially large impact of CH4 on its own lifetime [Prather, 716 

1996] is not included here. Analysis of our fully coupled climate-chemistry model (GFDL CM3) 717 

simulations with short-lived pollutant emissions and greenhouse gas concentrations, including 718 

CH4, evolving over the entire historical period shows that CH4 lifetime increases from 719 

preindustrial to present day, demonstrating the dominant impact of CH4 on its own lifetime [John 720 

et al., 2012]. Although we consider the direct influence of aerosols on gases via heterogeneous 721 

chemistry, we do not include their impact on photolysis rates, previously shown to increase the 722 

CH4 lifetime by decreasing tropospheric OH [Bian et al., 2003]. In addition, we did not consider 723 

stratospheric ozone depletion from preindustrial to present-day increases in ODSs, which could 724 

modulate the changes in tropospheric ozone and aerosol burden, oxidizing capacity and therefore 725 

methane lifetime. The impacts from historical changes in ODS and CH4 should be considered to 726 

esimate a more completely the full anthropogenic influence on the chemistry-climate system 727 

over the last century.  728 

We analyze radiative forcing at the top-of-the-atmosphere, expressed as radiative flux 729 

perturbation, to estimate that substantial anthropogenic increases in tropospheric ozone and 730 

aerosols burden in the present-day relative to preindustrial cause a strong negative forcing (-1.43 731 

Wm-2). This finding suggests that the negative forcing (direct plus indirect) from aerosol changes 732 

dominates over the positive forcing due to O3 increases and aerosol semi-direct effect, thus 733 

resulting in a net radiative cooling of the climate system. Statistically significant negative TOA 734 

forcing is concentrated over industrialized regions of the northern hemisphere characterized by 735 

high sulfate aerosol burden changes (China, India, Europe, North America). Negative forcing is 736 

enhanced at the surface and is more widespread compared with the TOA forcing. Our estimate of 737 

the TOA forcing from short-lived pollutants may be compared with estimates obtained using the 738 
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CMIP5 emissions inventory applied here. For example, Bauer et al. [2012] used this inventory to 739 

calculate a TOA forcing of -0.6 Wm-2 for preindustrial to present-day changes in aerosol (or their 740 

precursor) emissions only. Our stronger negative TOA forcing compared with that of Bauer et al. 741 

[2012] could be attributed to differences in model configuration (their model included only the 742 

cloud albedo effect of aerosols). Similar experiments with other chemistry-climate models will 743 

help to determine whether this net impact of short-lived pollutants on climate since the 744 

preindustrial period is robust.  745 

We simulate a global annual mean cooling of 0.05 K at the surface from historical 746 

changes in short-lived pollutant emissions; however this change in surface air temperature is 747 

statistically insignificant because we keep the sea-surface temperature and sea-ice extent fixed 748 

for both the preindustrial and present-day simulations – a major limitation of our study. We also 749 

do not find statistically significant changes in the total cloud cover and precipitation over most of 750 

the globe indicating that 10 year simulations are too short to produce a robust signal that can be 751 

distinguished from noise. Analysis of simulations of the GFDL CM3 with evolving sea-surface 752 

temperature and sea ice extent is currently underway to fully asses the impact of short-lived 753 

pollutants on climate [Horowitz et al. in prep, Levy et al., in prep].  754 
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Tables 1150 

Table 1. Chemical species included in AM3. Soluble gaseous species that undergo wet 1151 

deposition in AM3 are marked with an asterisk (*).  1152 

No. Species 
Name 

Chemical Formula Details 

Transported 
1 O3 O3 ozone 
2 N2O N2O nitrous oxide 
3 NO NO nitric oxide 
4 NO2 NO2 nitrogen dioxide 
5 NO3 NO3 nitrate radical 
6 HNO3* HNO3 nitric acid 
7 HO2NO2* HNO4 pernitric acid  
8 N2O5 N2O5 dinitrogen pentaoxide 
9 CH4 CH4 methane 
10 CH3OOH CH3OOH methyl hydroperoxide 
11 CH2O* HCHO formaldehyde 
12 CO CO carbon monoxide 
13 H2O2* H2O2 hydrogen peroxide 
14 C3H6 C3H6 propene 
15 ISOP C5H8 isoprene 
16 CH3CHO* CH3CHO acetaldehyde 
17 POOH* C3H6OHOOH  
18 CH3COOOH* CH3COOOH peracetic acid 
19 PAN CH3CO3NO2 peroxy acetyl nitrate 
20 ONIT* CH3COCHO2CH2OHNO  
21 C2H6 C2H6 ethane 
22 C2H4 C2H4 ethene 
23 C4H10 C4H10 lumped alkanes as C ≥ 4 
24 MPAN CH2CCH3CO3NO2 methacryloyl peroxynitrate 
25 MVK* CH2CHCOCH3 methyl vinyl ketone 
26 MACR* CH2CCH3CHO methacrolein 
27 MACROOH* CH3COCH(OOH)CH2OH  
28 C2H5OOH* C2H5OOH ethyl hydroperoxide 
29 C10H16 C10H16 lumped monoterpenes as α-pinene 
30 C3H8 C3H8 propane 
31 C3H7OOH* C3H7OOH propyl hydroperoxide 
32 CH3COCH3 CH3COCH3 acetone 
33 ROOH* CH3COCH2OOH  
34 CH3OH* CH3OH methanol 
35 C2H5OH* C2H5OH ethanol 
36 GLYALD* HOCH2CHO glycolaldehyde 
37 HYAC* CH3COCH2OH hydroxyacetone 
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38 HYDRALD* HOCH2CCH3CHCHO lumped unsaturated 
hydroxycarbonyl 

39 CH3COCHO* CH3COCHO methyl glyoxal 
40 ONITR* CH2CCH3CHONO2CH2OH lumped isoprene nitrate 
41 XOOH* HOCH2C(OOH)CH3CH(OH)CHO  
42 ISOPOOH* HOCH2C(OOH)CH3CHCH2 unsaturated hydroxyhydroperoxide 
43 H2 H2 molecular hydrogen 
44 SO2* SO2 sulfur dioxide 
45 SO4 SO4

2- sulfate 
46 DMS* CH3SCH3 dimethyl sulfide 
47 NH3* NH3 ammonia 
48 NH4NO3 NH4NO3 ammonium nitrate 
49 NH4 NH4

+ ammonium  
50 SOA  secondary organic aerosol 
51 dust1 dust dust dry radius 0.1 – 1.0 μm  
52 dust2 dust dust dry radius 1.0 – 1.8 μm 
53 dust3 dust dust dry radius 1.8 – 3.0 μm 
54 dust4 dust dust dry radius 3.0 – 6.0 μm 
55 dust5 dust dust dry radius 6.0 – 10.0 μm 
56 ssalt1 sea salt sea salt dry radius 0.1 – 1.0 μm  
57 ssalt2 sea salt sea salt dry radius 1.0 – 1.8 μm 
58 ssalt3 sea salt sea salt dry radius 1.8 – 3.0 μm 
59 ssalt4 sea salt sea salt dry radius 3.0 – 6.0 μm 
60 ssalt5 sea salt sea salt dry radius 6.0 – 10.0 μm 
61 bcphob black carbon hydrophobic fraction of black 

carbon 
62 bcphil black carbon hydrophilic fraction of black carbon 
63 omphob organic matter hydrophobic fraction of organic 

matter 
64 omphil organic matter hydrophilic fraction of organic 

matter 
65 HCl* HCl hydrochloric acid 
66 HOCl HOCl hypochlorous acid 
67 ClONO2 ClONO2 chlorine nitrate 
68 Cl Cl elemental chlorine 
69 ClO ClO chlorine monoxide 
70 Cl2O2 Cl2O2 chlorine monoxide dimer 
71 Cl2 Cl2 molecular chlorine 
72 HOBr HOBr hypobromous acid 
73 HBr* HBr hydrobromic acid 
74 BrONO2 BrONO2 bromine nitrate 
75 Br Br elemental bromine 
76 BrO BrO bromine monoxide 
77 BrCl BrCl bromine monochloride 
78 H2O H2O water  
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Not transported 
79 O O(3P) ground state atomic oxygen 
80 O1D O(1D) excited state atomic oxygen 
81 OH OH hydroxyl radical 
82 HO2 HO2 hydroperoxyl radical 
83 CH3O2 CH3O2 methyl peroxy radical 
84 ISOPO2 HOCH2C(OO)CH3CHCH2 peroxy radical derived from 

OH+ISOP 
85 CH3CO3 CH3CO3 acetylperoxy radical 
86 MACRO2 CH3COCH(OO)CH2OH peroxy radical from OH addition to 

MVK, MACR 
87 EO2 HOCH2CH2O2  
88 EO HOCH2CH2O  
89 MCO3 CH2CCH3CO3 peroxy radical from reaction of OH 

with MACR 
90 RO2 CH3COCH2O2 1-methyl vinoxy radical 
91 C2H5O2 C2H5O2 ethyl peroxy radical 
92 ISOPNO3 CH2CHCCH3OOCH2ONO2 peroxy isoprene nitrate 
93 XO2 HOCH2C(OO)CH3CH(OH)CHO Peroxy radical from 

OH+HYDRALD 
94 PO2 C3H6OHO2  
95 C3H7O2 C3H7O2 propyl peroxy radical 
96 H H hydrogen 
97 N N elemental nitrogen 
 1153 
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Table 2. Emissions of short-lived species in AM3 for year 2000. Emissions for year 1860 are shown in parentheses.  

Species Anthropogenic Biomass Burning Biogenic/Soil Oceans Ship Total 
NOx (Tg N yr-1) 26.5 (0.7) 5.5 (4.8) 3.6 (3.6) 0.0 (0.0) 5.4 (0.1) 41.0 (9.3) 
CO (Tg yr-1) 608.3 (67.3) 459.1 (322.6) 159.3 (159.3) 19.8 (19.8) 1.2 (0.03) 1247.7 (569.0) 
C2H4 (Tg C yr-1) 6.4 (1.1) 5.4 (3.6) 4.3 (4.3) 1.2 (1.2) 0.2 (0.01) 17.5 (10.2) 
C2H6 (Tg C yr-1) 2.6 (0.5) 2.5 (1.5) 0.8 (0.8) 0.8 (0.8) 0.12 (0.0) 6.8 (3.5) 
C3H6 (Tg C yr-1) 7.7 (1.0) 4.7 (2.8) 0.9 (0.9) 1.3 (1.3) 0.3 (0.01) 14.9 (6.0) 
C3H8 (Tg C yr-1) 2.8 (0.2) 1.6 (0.5) 1.6 (1.6) 1.0 (1.0) 0.4 (0.01) 7.4 (3.4) 
CH2O (Tg yr-1) 3.2 (0.1) 5.8 (4.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 9.0 (4.1) 
Acetone (Tg yr-1) 2.2 (0.0) 2.9 (2.4) 24.3 (24.3) 0.0 (0.0) 0.0 (0.0) 29.4 (26.8) 
CH3OH (Tg yr-1) 0.8 (0.1) 11.9 (7.6) 228.2 (228.2) 0.0 (0.0) 0.0 (0.0) 240.9 (236.0) 
C2H5OH (Tg yr-1) 4.5 (0.6) 0.1 (0.05) 9.2 (9.2) 0.0 (0.0) 0.0 (0.0) 13.8 (9.9) 
C4H10 (Tg yr-1) 43.0 (0.6) 0.9 (0.7) 0.0 (0.0) 0.0 (0.0) 1.2 (0.03) 45.1 (1.3) 
Isoprene (Tg yr-1) 0.0 (0.0) 0.8 (0.3) 564.7 (564.7) 0.0 (0.0) 0.0 (0.0) 565.5 (565.1) 
Terpenes (Tg yr-1) 0.0 (0.0) 0.4 (0.2) 143.2 (143.2) 0.0 (0.0) 0.0 (0.0) 143.6 (153.5) 
H2 (Tg yr-1) 21.3 (2.2) 9.6 (5.2) 3.0 (3.0) 3.0 (3.0) 0.0 (0.0) 36.9 (13.4) 
NH3 (Tg yr-1)a 37.5 (7.3) 10.5 (6.1) 3.1 (3.1) 9.9 (9.9) 0.0 (0.0) 61.0 (26.5) 
SO2 (Tg S yr-1) 46.4 (1.5) 1.9 (1.2) 0.0 (0.0) 0.0 (0.0) 5.5 (0.1) 53.8 (2.8) 
BC (Tg C yr-1) 5.0 (1.3) 2.6 (2.0) 0.0 (0.0) 0.0 (0.0) 0.1 (0.0) 7.7 (3.3) 
OM (Tg C yr-1) 29.7b (18.0)b 37.2 (28.8) 30.4 (30.4) 15.5(15.4) 0.2 (0.0) 113.0 (92.6) 
Aircraft NO (Tg N yr-1)      0.8 (0.0) 
Aircraft SO2 (Tg yr-1)      0.1 (0.0) 
Fuel use (Tg yr-1)      122.0 (0.0) 
Dust (Tg yr-1)      1221 (1237) 
Sea Salt (Tg yr-1)      6188 (6324) 
Dimethyl sulfide (Tg yr-1)      36.2 (36.0) 
a Emissions of NH3 also include 0.1 Tg yr-1 from animals.  

b Includes 9.6 Tg C yr-1 as secondary organic aerosol from the oxidation of anthropogenic NMVOC calculated using offline butane 
emissions and OH concentrations.  



59 
 

Table 3. Annual mean global budget and burdens simulated by AM3. Average values and 
interannual standard deviations over the baseline 1981-2000 time period are shown in column 2. 
Effect of changing short-lived pollutant emissions from 1860 to 2000 levels on global budget and 
burdens are shown in column 3 as absolute differences (2000-1860) and percent differences in 
parentheses.  

 Annual average (1981-
2000) ± Standard 
Deviation 

2000 – 1860  

Tropospheric Ozone Budget   

        Photochemical Production (Tg yr-1) 5753 ± 244  1815 (45%) 
        Photochemical Loss (Tg yr-1) 5092 ±203  1452 (40%) 
        Net Photochemistry (Tg yr-1) 661 ± 46 363 (79%) 
        Dry Deposition (Tg yr-1) 1205 ± 20  404 (48%) 
        Cross-tropopause flux (Tg yr-1) 443 ± 27  34 (9%) 
        Ozone Burden (Tg) 360 ± 7  64 (21%) 
Global Total Column Ozone (DU) 303 ± 5 9.1 (3%) 
Tropospheric OH Concentration  
(molec cm-3) 

1.05 ± 0.02x106 0.09 x 106 (10%) 

Tropospheric Methane Lifetime (yr) 8.5 ± 0.2 -1.5 (-14%) 
Lightning NOx Emissions (Tg N yr-1)  4.5 ± 0.2 -0.3 (-6.4%) 
Global Total Burdens   
         Carbon Monoxide (Tg) 335 ± 11  82 (30%) 
         Tropospheric NOx (Gg N) 195 ± 6.3  45 (30%) 
         Black Carbon (Gg C) 126 ± 6.5 76 (140%) 
         Sulfate (Gg S) 572 ± 16.5 369 (207%) 
         Organic Carbon (Gg C) 1776 ± 66 503 (40%) 
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Figures 

Figure 1. Change in annual mean surface emissions in percent from 1860 to 2000 levels for 
nitrogen oxide (NO), carbon monoxide (CO), non-methane volatile organic compounds 
(NMVOCs), black carbon (BC), organic carbon (OC), and sulfur dioxide (SO2). Surface 
emissions include emissions from anthropogenic sources, biomass burning, and ships. 
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Figure 2. Comparison of simulated monthly mean ozone (ppbv) with observed ozonesonde 
climatology for the period 1995 and 2009 at vertical levels of 800 (left), 500 (center) and 200 
hPa (right). Model ozone is averaged for 1981-2000 (red) and 1995-2007 (blue) time periods. 
Monthly mean observations are shown in black dots and the median are in blue dots. Vertical 
lines are the standard deviations.  
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Figure 3. Zonal annual mean absolute bias of AM3 a) O3 and b) CO concentration relative to 
measurements by the Tropospheric Emission Spectrometer (TES) aboard the Aura satellite for 
the period 2005 to 2007. Bias is calculated as AM3 minus TES in units of ppbv.  
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Figure 4. Comparison of model simulated monthly mean (red line) with observed CO 
concentrations (black dots) at surface sites. Observations are from Novelli and Masarie (2010) 
for the 1988 to 2010. Vertical lines represent the standard deviations of the observations within a 
month.  
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Figure 5. (a) Annual mean OH burden from AM3 compared with the (b) climatological mean of 
Spivakovsky et al. [2000], (c) percent change in airmass-weighted mean OH concentrations in 
various subdomains of the atmosphere and (d) ratio of present-day (2000) to preindustrial (1860) 
mean OH in the surface to 750 hPa subdomain of the atmosphere. 
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Figure 6. AM3 simulated changes in column burden (left panel) and surface (right panel) 
concentrations of a, b) O3 (DU, ppbv), c, d )CO (Tg, ppbv), e, f) tropospheric NOx, g, h) sulfate 
(SO4

=), i, j) black carbon (BC), and l, k) organic carbon (OC) in response to short-lived pollutant 
emission changes from preindustrial to present day (2000-1860). Areas where change is 
insignificant (p=95% student’s t-test) are not colored.   
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Figure 7. Net annual mean top-of-the-atmosphere a) all-sky radiative perturbation flux (RFP), b) 
clear-sky RFP, and c) cloudy-sky RFP, due to changes in short-lived pollutant emissions from 
preindustrial to present-day. Global mean values are indicated at top right of each plot. Areas 
where change is insignificant (p=95% student’s t-test) are not colored. 
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Figure 8. Net annual mean surface a) all-sky radiative perturbation flux (RFP), b) clear-sky RFP, 
and c) cloudy-sky RFP, due to changes in short-lived pollutant emissions from preindustrial to 
present-day. Global mean values are indicated at top right of each plot. Areas where change is 
insignificant (p=95% student’s t-test) are not colored. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


